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Group composition & Funding

Group leader: Prof. Francisco Tirado

Other key scientists: Roman Hermida, Milagros Fernandez
Faculty staff members: 13

Ph.D. candidates: 16

Funding coming mainly from:
Spanish Government
Complutense University
European Union
USA-Spain cooperation calls
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Who we are...

.

High Performance Computing
Working Division

People in charge:

Tirado Fernandez, Francisco (PhD)

Faculty:

Bautista Paloma, Alfredo (PhD)
Olcoz Herrero, Katzalin (PhD)
Prieto Matias, Manuel (PhD)

Pifiuel Moreno, Luis (PhD)

Fabero Jiménez, Juan Carlos (PhD)

PhD Candidates:

Garcia Sanchez, Carlos

Pardines Lence, Inmaculada

Pino Gordo, Silvia del

Chaver Martinez, Daniel Angel
Gomez Pérez, José Ignacio

Rojas Gémez, Miguel Angel
Tenllado Van Der Reijden, Christian
Velasco Cabo, Jose Manuel

System Synthesis Working
Division

People in charge:

Hermida Correa, Roméan (PhD)
Fernandez Centeno, Milagros (PhD)

Faculty:

Hidalgo Pérez, Ignacio (PhD)
Lanchares Davila, Juan (PhD)
Mendias Cuadros, Jose M. (PhD)
Garnica Alcazar, Antonio Oscar (PhD)
Sanchez-Elez Martin, Marcos (PhD)

PhD Candidates:

Atienza Alonso, David

Molina Prego, M2 Carmen
Mifiana, Guadalupe

LOopez Alarcon, Sonia

Rivera Vélez, Fredy Alexander
Pedn Quiros, Miguel

Pérez Ramas, Javier Basilio
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Presentation

The ressancn aciviy of Me Group of Ak
teclura ang Technology of Compuing Sys-
tems  (ArTeCS) of ihe  Compitense
Universty of Madrd Is focused on fhe con-
caption and conglruction of digital informa-
tion processing sysiems, and Hs eMclent
applcannn regardng pemormance, energy
cansumplion, 3nd cost  WitIn inis broad
area, Ine group pays speclal altenton io
high-perfomiance  processars.  distrbuted

compuing, smbeddsd sysems, and sys-
tems-an-chi

The fret steps of Me groug can 02 raceo
back 1o ihe 70s, witnin the "Departamanto dz
Informatica y Auomatica” (Deparment of
COmpuEr SHence and SYSEME Sngmesr-
ngl. To tls eany pericd belengs 1EA-FI. 3
15-bit_ minlcompuier ihal was entrely de-
zigned and oullt at the t Tne
group worked for fifzen years In several
fopics covering different aspecis of e com-
utar archscturs fiald [micropogramming
and emuiation, irect execution of nigh-ievel

anguages, daia oase archimclures, ano
A amnliecires) Thess works.

JEA-FT minicomputer: CPU {1973)

mspired e FR.D. Mesis of e oloer group
members.

Around 1380, the group anroiled In 3 large
Droject with both research and moustry as-
pects. The main goal of INat project was e
design and Implemantation of 3 power sta-
flon smuiator oriented to the iraining of
human cperaors In both normal and emer-
gency operation procecurss. Having several
nundreds of Inguticulput signals, and & very
1arge number of state variables, the oavel-
apment of e simulator consumed four
. Several Industrial proto-
fypas cerven from this project, ddrassing
not oniy the field of pawsr stations, but the
T2l of AUIoMEZic train arving.

power station simwlator DIYAC (1984)

By mild-30% the focus of the group moved to
ihe, In nose days, emerging area of high-
level syniness of dighal systems, from which
genves all me reksarch actuily hat me
group Nas been doing witln tne genenc Neld
of design aulomallen. In addsion o hign-
il gynihesls, our group has been working
on nardware-sofware cooeslon, recanigur
atte compusing. formal memods K syrhe-
S5 3SyNCUDNOUS SYSEME, an0  othe
relaten opics.

Tne peglnning of 505 winessed a comer
pant In the evaltion of the group oue ta e
creation of fhe “Facultad de Informatica”
{Compuzer Sclence School). This allowed an
autstanding growsh of e number of group
memibers, giving pace to the opening of a
SECOND MAN N2Eearcn ine devoled to nign
perfarmansa computing

Aong e 135l 20 years, under e leadersalp
of Prof. Francisco Tirado, the ArTeCS group
has follows 3 set of Interacting racearch
lines, which made & possibie the consoida-
of & =am cumenty composen of 12
facuity members ang more tnan 15 Fa. D
candidaies. Funoing of e group comes
malniy from the Complatense Universiy, the
anlsn Govemment, and the Eurdpean
Union. Furnermore, the group res 1o pro-
meie Infemational cocperstion with leaning
Insskutions all over the world, and curenty
hag links. to cooperale in specific projects.
whh the Unlversity of Callfomla at Irvine,
IMET (Lewven), the Universiy of Rochesier,
and iha Unlversity of Bologna, ameng oth-
en.

Haing *ull awareness of the past, our colec-
tve haps |s to keep Improving our sclentific
capatlizies, confrioute to the education of
wel-silled compuier  professlonals, and
DproduCE INnovate rEEEAren In our el

e of commiiment with accountaol-
Ity and Iransparency, ArTeCS group has
decioeo to puolsn 3 news ouletn sach
semacler. So i Issue s the st In 3 serles
mal Wil Uy o SUMmanze our irajeciory,
goals, and actlviies. Even knowing the over-
head that tis Ful:lk:anon wil mean for us,
WE NOge 10 ApDEar on DMe, 3l eEch new
lesuz, with relzvant nlbrmaﬂcn.

A news bullefin of the

Architecture and Technology of Computing Systems Group
Complutense University of Madrid

Dissemination activities

m News bulletin from ArTeCS(half-yearly)

ArfTeCSnews

Computer Stience Sohoo! of LGH

ArTeCS hosted HPCA-10

Last February, from 14" to 15%, the ..cm-
uir: Sclems. Schicol jask piotine hosie
Infemational Symposum on ng
pzmummue Compuisr Archieciure, HPCA-
10, sponsored oy IESE Compuier Sociely
Tecnrical Commities on Computer Archites-
turs. HACA has becama one of tha premi
forums for presentation of researc In an
aspects of computer arnllecture, covenng 3
wios range of tpics, Including processors,
cachas, memory 3nd 11D Issuds 35 wel 38
pawer management. prefelcning and sched-
umg technigues.

= Embedoes Parl
Metwork Frocsssars,

Architectures

SyStem Ared Networke

= Propuctivity and Ferformanse In High-
End Compting

»  Compuier Amchiscturs Evaliatian Using
Commercial Workloans, ano

= interacion betwsen Compllers ano
Computer Architectue.

Three tutorals studled some Intsrestng

topics In gepth. Tne frst one addressed

Advanced Processor  Archecturss  ano

werlficaion Cnalenges, presented Dy 5.

F—“
ArTeCSnews
page 2

Kaakar fom 15K Gloos Servces, india. Tne
second gealt wih Power-Awars Design for
Hign-Perarmancs PTUEBE:I'S. presented oy
of Virginla Tne i3st one was on Hign-

Permarmancs EmMbended Compuating, by W
W from Princeton Unlversiy.

Francieco Tiraco, from e Comphilense
Unlvarshy, and Emilc L Zapata, from the
University of Malaga, sarveo as General Co-
Chairs. Manusl Prieto and Luls Difival were
responsie of logal amangements ano.
fogetner wah the rast of the ArTeCS tsam,
'Warked very nNarg to nawe evenyning ready
for the over two hundred participants. Amest
na® of Ihem (43%) came fom MNorm-
Amarica, 35% from Spain, 11% from the rest
‘of Europe and tne remaining 7% from tne
rack of the Worid.

Accoming wilh the nigh technical quaiy
fradiion of HECA, the Teview process was
very sirct Jose Duato, fram Poiytechnic
Unlvarsty of Valencia serveo 3s Frogram
Char. Cnly 27 excelent papers out of 15:
submissions wera salctan by tha Infema-
fional program commitiee to De presented &t

the Symposium. There was Industry colabo-
ration In almost £0 % of e acceptsd pa-
pars, bEing Infel Ressarch Labs, Wil S5
papers, e most Inssrested company.

Tha first two days of tha Sympasium, Satur-
day 14™ and Sunday 15%, were devoied io
e warssnops and tutorals

©n Monoay morming Yale Pt (see pioture)
opened e Symposium with tha 7t key-
nate: Micraarchiecture: Are we finaly done?

Then came e reguiar E5510ns and a very
hot panel Srdging te ressarch gap be-
tween acagemid and indusiry. The first day
endzd win 3 reception at the Town Hall (se2
PICiUre} ang 3 gQuiTied oW o N Nisloncal
town

Tuescay begar win e secono keynote:
Dasiouing for $ia High E, by ShevE Sco
from Cray. The day =
esting Excursian 1o ey \sse pbmrs
and the banqust.

©n Wednzsoay, HPCA ended witn tws mare
keynot=e: Hiio-Instructions Is t Sroces-

sofs, by Maleo Vaero from Folysechinic
Uriversity of Barcelona, and POWERS Ar-
chiecturz and Systems, by Salaram Sin-
haroy.
HECA-11 will be halg In San Francisco in
2005

HPCA-10 special report
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NoC emulation on FPGA

m Goal: Build a complete NoC emulation environment on
FPGAS

m People involved:

From DACYA/UCM:
m 2 PhD students: David Atienza, Javier B. Pérez
m Assoc. Prof. José M. Mendias
m Prof. Roman Hermida
From other groups:
m Nicolas Genko (LSI/EPFL)
m Federico Angiolini (DEIS/Bologna)

m Additional students (since July — Sept. 2005):

2 PhD students, 3 Master thesis students



"
Hw/Sw Components & Tools Used

m Hardware: Virtex-1l Pro Prototype Platform vp20 (2PPCs)

(the same board in Bologna, donated by Xilinx)
m Software:

-

71 Xilinx EDK v6.3 ‘ \ & =54
! W
0 Xilinx ISE v6.3 T o oo
1 Mentor ModelSim v7.0 B - FoLL &
1 Synplicity Synplify Prov7.3 | 1&" N
71 Xilinx ChipScope v6.3 @ 5 I —
3y e
g .........
|@ . (6) £ ®
G -
; O ey
"% ° & 0 5@ D
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Current status NoC emulation framework
(presented at DATE '05)

m 3 main parts:

.

Monitor (sends results to display)
Processor
Emulation platform

Mixed HW/SW framework:

Sw running on PPC configures NoC traffic
and statistics to be extracted.

A configurable topology of HW network of
switches is emulated on an FPGA

It allows:

Functional validation of networks of
switches

Wide range of statistics about NoCs.

Enables emulation of real-life NoCs with
millions of packets (50 MHz).

New board: 6 switches use 32% of space

4 ors
Monitor
Power PC

:_ Emulation—:

| IBO Platform |

| — Control I

I I

I I
_L OPBtoIB :

Filter

I - I

I Traffic generator = I

| IB 1 I

| ETO controlE MNetwaork |

| 1 |

| of switches | |
| Traffic receptor K= I
I X-pipes ||

I compiler ||

I I
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Planning (1/2)

m 1st Phase) Extension of TGs/TRs for using the new XPIPES

of the switches instead of the previous double-edge protocol.
(3 weeks: Now — April 3r)

VHDL version

Similar stochastic functionality as version from Stanford/EPFL (normal and bursts)
Documentation of how to use it

Additional stochastic models (work possibly done in Bologna)

protocol

m 2nd Phase) Extensions with OPB-OCP/PLB-OCP bridges for adding
new cores. (2 weeks: April 3rd — April 17th).

Testing of OPB_OCP bridge to include some OPB cores (MicroBlaze, SRAM, ...)
(1 week: April 10th)

Creating the PLB_OCP bridge to put the PowerPC (1 week: April 17th)

m 3rd Phase) Extension of the Network Interfaces (With EPFL)
(2 weeks: April 17th — May 1st)

Testing of NIs with some simple hand-made cores (1 week: April 24th)

Inclusion of some synthesizable OCP-compliant components from Bologna in the
@ FPGA (S-RAM memory, FFT module, others to discuss...) (1 week: May 1st)
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Planning (2/2)

m 4th Phase) Porting of one application from the set used in Bologna
in the MPARM emulator for NoC — ARM-based application

(2 weeks: May 1st— May 15%)

Multimedia or Network

m 5th Phase) Comparing NoC with bus-based interconnection
topologies
(1 week: May 15" — May 22nd)
NoC topologies, buses of the FPGA, etc.

m 6th Phase) Adding first layers of the OSI protocol (in hw or sw)
(1 month: May 22" — June 19%)

Mac layer or Network layer.

.
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MpSoC emulation on FPGA

m Goal: MpSoC emulation and memory subsystem statistics
extraction on FPGAs

m People involved:

From DACYA/UCM:

m 3 Master Students: Esther Andrés, Pablo Garcia, Javier Garcia
m 3 PhD students: David Atienza, Miguel Pedn, lvan Magan

m Assoc. Prof. José M. Mendias

m Prof. Roman Hermida

m Partners: DEIS/Bologna, DDT/IMEC, VLSILab/Xanthi
m Future additional collaborators (since July — Sept. 2005):

1 PhD students, 3 Master thesis students
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Hw/Sw Components & Tools Used

m Hardware: Virtex-ll Pro XC2VP30-xFF896 manufactured by AVNET
(2PPCs, Micron DDR SDRAM 128 MB expandable to 1GB, Micron
Mobile SDRAM 32 MB, Cypress asynchronous SRAM 2 MB, Intel
StrataFlash 16 MB, Compact FLASH card, Ethernet connection
10/100/1000 MBit/s Ethernet , PCI connector used with PCI-X core)

N SOftwarEZ VIRTEX-
Xilinx EDK v6.3 W
Xilinx ISE v6.3 , :
Mentor ModelSim v7.0 | g
Xilinx ChipScope v6.3 |
Xilinx CoreGen v6.3
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MPSoC HW Emulation Architecture

ROM 0 ScratchPad 0 PN
Private Memories 0
: Memory Mapped
Memor M A S
~|Proc 0 Controlle% 0% "D - Cache 01 "Bus Snooping Peripheral Controller
he O StOB n A
A 31-Cache D
Y StoA " =—St0C m (Non-cacheable)
PLB O -
\éilrtui‘l I\|;|)|atf0rm Non-cacheable Main!Memory Accesses E Peripheral
otk Manager ROM n ScratchPadin > A
Private Memorjes n Z
<
o Memory _ ain Memory Accesse§g S DDR-SDRAM
Proc n Controller n[\- D - Cachen Bus Snooping / Controller
St1A <
-~ A Y1-Cachen . [StDDR
@ P ymﬂ External
PLB n & -
| stic | Non-cacheable MainIMemory Accesses DDR-SDRAM
< STATISTICS BUS >
Statistics Dedicated Network Ethernet
<> SRAM : <P
Manager Buffers Dispatcher MAC / PHY
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MPSoC HW Emulation Architecture (1/5)

ROM O ScratchPad O
"\ : :
Private Memories 0O
Memory
Proc 0 Controller O
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MPSoC HW Emulation Architecture (2/5)

ROM 0 ScratchPad 0 AN
/\ . .
¢ Private Memories 0
. Memory Mapped
Memor M A 3
Proc 0 Controlleyr of "D - Cache 0 amBuirg?\rgop?r?gess Peripheral Controller
A Y- Cache 0 3 A
4 - ache - (Non-cacheable)
PLB 0 = ¢
Non-cacheable Main Memory Accesses | LLJ -
— Peripheral
v
> A
%))
=
< DDR-SDRAM
Controller
External
DDR-SDRAM
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MPSoC HW Emulation Architecture (3/5)

ROM 0 ScratchPad 0 PN
N . .
Private Memories 0
. Memory Mapped
Memor M A 3
=Proc O Controlle); 0 D - Cache 0 a'”Bui";%rXOpfﬁjss Peripheral Controller
) A
A -
N | - Cache 0 3 (Non-cacheable)
- PLB O N heable Main M A Sk
Vlrtual Platform on-cacheanie viain iviemory ACCeSSes |_||_J Peripheral
Clock Manager n A
>
n
=
< DDR-SDRAM
Controller
External
DDR-SDRAM

.
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MPSoC HW Emulation Architecture (4/5)

ROM 0 ScratchPad 0 FERN
/N A . .
y Private Memories 0
. Memory Mapped
Memor M A g )
=Proc 0 Controlle); 0 D - Cache 0 a'”Bui”g?.rgop?ﬁgeSS Peripheral Controller
wn A
A9 -
V4 |- Cache 0 g (Non-cacheable)
PIBo - __ = i
: Non- Main M A
\g{tUil I\Izlatform on-cacneanple iviain iviemory ACCesSes |I_|_J Peripheral

w

otk Vanager ROM n ScratchPad n > A
- /\ ‘ : : n
. Y Private Memories n =

. Memory _ ain Memory Accesses <§E DDR-SDRAM
Proc n Controller n D - Cachen Bus Snooping Controller
A Y1-Cachen :
pLB . External
Non-cacheable Main Memory Accesses DDR-SDRAM

S
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Emulated Platform Clock Management

Memory

Memory

Controller 1-.?<

Controller O. ——Z. .= 4

Memory

Controller 1 3(

””'i ””””””””””” Fes s s s ss=q= s =ssss===- Fessss==s=== qeSssssss=== Fessssss=s== b Dt Fess s s ssqs s s=sss=ss==- Fesss=s===-=
Mem1l Mem?2 Mem3 Mem4 Mem5 XDReady
....... Ricache Ws_ccache W memX . i i
READ W1 W2 W3 W3 W3
...................... R L S R N L L T S L R T B L R e
Mem1 Mem?2 Mem3 Mem4 Mem5 XDReady
b B cache W mem2 Ws cache | i i
READ W1 W1 W1 W2 W3
”””””””””””””””” Sttt e e St il Sttt St e
Concurrent reads without collision in memory hierarchy
”””””””””””””””” ity it e B il Sttt Sfiifiiidiidill st S
Mem1l Mem2 Mem3 Mem4 Mem5 XDReady
R spad Ws_spad W mem
W1 W2 W3 W3 W3 X Y Y Y Y Z
...................... L L A e e R R e R R e e A Y
Stall Stall Stall Mem1l Mem?2 Mem3 Mem4 Mem5 XDReady
................... Rs_cache W._mem. . . W._cache i W_mem.i. i . _i.
READ W1 W1 W1 W2 W3 W3 W3 W3 X
”””””””””””””””” ity it e B il Sttt Sfiifiiidiidill st S

Concurrent reads wich collide in memory hierarchy
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MPSoC HW Emulation Architecture (5/5)

ROM 0 ScratchPad 0 %
i Private Memories 0
Memor M A S Memory Mapped
Proc 0 Controlle{ o "D - Cache 01 "gic Snooping | Peripheral Controller
StoB n
) A Y1-CacheO D A
\stoA] | b—m """ T » StocC | 0 (Non-cacheable)
PLB O -
\(/:ilrtu?(‘l I\I;Iatform Non-cacheable Main:Mempory Accesses E Peri piheral
ock Manager ROM n ScratchPadin > A
i Private Memories n Z
<
Memory ] ain Memory Accesses S DDR-SDRAM
Procn Controller nf\ D - Cache nj*™ s snooping 4 Controller
A =4 Y1-Cachen [SOOR !
PLB n S8 e g StBus | External
| sticC | Non-cacheable MainMemory Accesses. DDR-SDRAM
< STATISTICS BUS >
A
v :
Statistics Dedicated Network Ethernet
<« SRAM : <>
Manager Buffers Dispatcher MAC / PHY
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FPGA-Internal / External Resources

Peripheral
A

External
DDR-SDRAM

RAM Resources
Proc O «—» Memory el )
Controller O >3
D Memory Mapped
s eripheral Controllers«
PLB 0\/ U (Non-cacheable)
"
N >
Z
RAM Resources =
Proc n « 5 Memory LV g | DDR-SDRAM |
Controller n >
Controller
PLB n\/ | | | | ANZ | |
i i i i i i
Y Y Y Y Y Y
< STATISTICS BUS
Statistics Network
FPGA Manager Dispatcher
% ~ .
. ‘\\ /,/ \\\\
External Peripherals o e o
; Dedicated ‘,/ Et?]ernet
BSUF\;}A\GI;/IS MAC / PHY <
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Platform Memory Map

m Emulated platform can access all levels of private or shared
memories.

It can also access Compact Flash resources.
But cores cannot access SRAM buffers or Ethernet resources.

Private
Memories
0

Private
Memories
n

Memory
Mapped
Peripherals

Main
Shared
Memory

Compact

(shared)

Statistics
Buffers
in SRAM
(hidden to
platform)

Platform’s
Address
Space
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Main Features of Hw Architecture

m Clock signal for the emulated platform is generated by the
emulation manager.

It allows the memory controllers to simulate any clock latencies
that designers want to try.

It gives time to the statistics units to gather all the information and
send it to the statistics manager through the statistics bus.

It allows to control emulation speed when network speed is not
enough to dump the statistics buffer contents.

Emulated platform is stopped just when it is really needed to keep
access times.

m The platform has emulation controllers for all resources
available to the platform. Some of them are physically
Implemented with external devices, such as DDR-
SDRAMSs and serial port connections.

.
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Main Features of Sw Architecture

m ROM boot loader runs into each PPC and loads
Linux image from Compact Flash card into DDR-
SDRAM through virtual platform resources.

m ROM boot loader jJumps to the Linux kernel entry-
point.

m Linux starts execution and initializes resources.

m Applications under development can be put inside
the OS image or downloaded over serial
connection.

m Application SW can call library functions to start /
stop statistics gathering.
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Planning (1/2)

m 1st Phase) Addition of DDR memory to the memory
hierarchy

(Three weeks: Now — April 3r9)
Testing of OPB_DDR (1 week: March 20t)
Development of PLB_DDR (1 week: March 27t)
Development of buffer for mpSoC to avoid continuous page preloading
(3 days: March 30t)
Testing of complete memory hierarchy (4 days: April 31)

m 2nd Phase) Statistics extraction through Ethernet
connection

(One month approx.: April 39— May 8™
Sniffers in VHDL version (1 week: April 10t)
Centralized collector module of statistics (2 weeks: April 24th)
Testing of Ethernet statistics extraction system (2 weeks: May 8t)

.
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Planning (2/2)

m 3rd Phase) Porting of ucLinux OS from AVNet.

(Two months: May 8™ — July 3)

Development of boot mechanisms for Linux from CompactFlash card
(1 week: May 15™)

Testing current version of ucLinux on the FPGA
(1 week: May 22M)

Development of new drivers for the additional components of FPGA
(2 weeks: June 51)

Testing new porting of ucLinux
(2 week: June 19t)

Documentation of how to use/extend it (with DEIS/Bologna, DDT/IMEC)
(2 weeks: July 3m)

m Next year) Addition of other cores (URLAUB/ARM4 collaboration EPFL)

VHDL code available

Test chips implemented on real platform at LAP/EPFL
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Asynchronous System Team/ArTeCS

m People involved:Three doctors and three PhD. students

m Three lines of research
Asynchronous protocols between cores

Globally Asynchronous—Locally Synchronous multi-clock domain
systems (GALS) with Simultaneous Multi-Threading (SMT)

Application of asynchronous techniques to low-power

m Background:

FPGA: Virtex XC2V, SPARTAN XC2S, Multi-FPGA systems
(Ph.D. thesis on this subject)

HDL: Verilog, VHDL, SystemC, e-language

Tools: Synopsys (design compiler, Primetime, Tetramax,
Formality, ...), Verilog-XL, Verilint, Verisity Specman, Modelsim,
Xilinx ISE 6.0, SimpleScalar & Wattch

Industrial environment experience: Agere Systems, TSMC 0.13 um

.
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Asynchronous Protocols Between Cores

m Goal: establish new methods to accelerate the computations
m  Communication protocol definitions

No clocks, event-driven. Avoids metastable behaviors in the
communication between temporization domains.

Validated using Petri Nets (tested on Spartan FPGAS).
m  Computation Completion

Data Classification based on Data Latency (DCDL)

= Define classes of input vectors based on their latencies. Associate a different
delay with each class.

s Combine these two ideas (Protocol+DCDL) in the design of a GALS DLX-like
processor

m Current status
First GALS DLX-like simulator done
Evaluating more aggressive DCDL techniques
m Next milestone

New ideas: Monitoring combinational logic activity to speedup
asynchronous protocols
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GALS with SMT

m Goal: evaluate the GALS paradigm on SMT processors.

m Merge both paradigms

Globally Asynchronous—Locally Synchronous Multi-Clock Domain systems
(GALS-MCD)

Simultaneous Multi-threading processors (SMT)
m Joint effort of DACYA/UCM and University of Rochester
m Development platform
Asynchronous SimpleScalar
m Current status
Customizing the simulator
m  Next milestones
Simulator v1.0. End of July

Architectural exploration of the processor
s Performance and power-consumption evaluation
m Bottlenecks identification
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Low-Power Techniques in GALS

m Goal: reduce power-consumption on Asynchronous Processors

m Evaluation Platform
Asynch. SimpleScalar from University of Rochester & Wattch

m Current status
Customizing SimpleScalar to properly model power-consumption of all
asynch. FU’s
Applying pseudo-asynchronous techniques to integer FUs
m Classifying input data into classes and using customized FUs
m Coding new scheduling policies according to FU features

m Next milestones
Performance and power-consumption evaluation
Extend this method wherever it is possible
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Conclusions

m New version of NoC emulation platform coming soon
VHDL version
New protocol of Xpipes used in TGs/TRs, PPC running applications
Additional layers (in hw/sw) added by Summer

m Possible to emulate MpSoC systems in Virtex-11 Pro boards

Now using Xilinx hw components (PPC, PLB and OPB bus...) and
sw components (ucLinux porting from AVNet)

Currently possible to compile real applications with some restrictions
(e.g. no OS, no VGA output)

m Emulation extensions with asynchronous techniques
Collaboration with asynchronous systems team at DACYA/UCM
Including GALs and asynchronous low-power techniques

.
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